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Abstract—The game industry has become one of the most
profitable markets in the entertainment industry. Knowing what
customers and users think and how they feel about a game is
a central piece to drive the decision-making process, of any
game developer or game studio, towards the user satisfaction.
Sentiment Analysis is being widely used by companies to discover
what customers are saying about their products. In this paper,
a complete process to evaluate video game acceptance using
game user reviews is proposed, by means of the application of
Sentiment Analysis techniques. Through a sentiment classifica-
tion approach, we infer user acceptance. Also, a new dataset is
proposed, composed of game user reviews written in Brazilian
Portuguese language. Some classifiers applied for sentiment
classification in literature are adopted.

Index Terms—vieo game acceptance, sentiment analysis, natu-
ral language processing, artificial intelligence, machine learning

I. INTRODUCTION

The advance in technologies and the emergence of social
networks, smartphones and tablets, make video games even
more popular and accessible to different audiences. The num-
ber of gamers worldwide is still on the rise and will exceed
three billion by 2023, The global market for video games will
generate revenues of about $159.3 billion in 2020, a +9.3%
year-on-year increase [1].

To be successful in this competitive market, a game devel-
oper needs to know the reasons that lead customers to play a
game, and how to keep players engage. With the Internet and
social networks popularization, users can express their opinion
freely, providing feedbacks and reviews that can be accessed
through such networks and game platforms. Game reviews can
be viewed as expert experience reports, giving players an idea
on what to expect from the game, working as purchase guides
to their readers [2]. But in fact, reviews are a rich source
of user opinions and sentiments. As reported in literature,
sentiments expressed by the users about different aspects of
the game have strong correlation to the user’s acceptance of
the game [3], [4].

In this context, Sentiment Analysis approaches have been
recently adopted to evaluate video game acceptance by users
[4]–[6]. Sentiment Analysis (SA) is an automated process that
uses Artificial Intelligence to analyze textual documents and
identify sentiments and opinions. Through SA approaches, it

is possible to explore game reviews automatically, identifying
user acceptance rates contained in those reviews. When a
review expresses positive sentiments and opinions, it means
that the game is well-accepted. Negative reviews allow the
game development team to know what are considered, by
some users, the weakest points of a game, guiding future game
design decisions and improvements.

SA is one of the most popular tasks in Natural Language
Processing (NLP) due to its large number of applications.
However, there is a lack of resources and frameworks in
Brazilian Portuguese language, such as public datasets and
precise NLP tools, making the evaluation of Brazilian players’
opnions a hard task. Given this shortage of resources and the
fact that Brazil is the 13th largest video game market in the
world [7], in this work, we evaluate video game acceptance
using sentiment analysis approaches. A new dataset, based on
game reviews in Brazilian Portuguese, is proposed, and the
dataset development process is described. The sentiments ex-
pressed in the reviews from the proposed dataset are analyzed
and classified using three well-established classifiers from text
classification literature: Logistic Regression, Random Forest
and Support Vector Machines.

The remainder of this paper is organized as follows. The
dataset development process, preprocessing approaches, fea-
ture extraction method and classifiers adopted in this work are
described in Secion II. Our experimental setup and results are
presented in Section III. Section IV concludes this paper.

II. METHODOLOGY

In this section, the dataset preparation process is described
(Section II-A), as well as the preprocessing (Section II-B)
and feature extraction method (Section II-C). The selected
classifiers are also described (Section II-D1).

A. Dataset

The dataset proposed in this work is composed by game
reviews extracted from Steam1 using its Web API. Those
reviews, all in Brazilian Portuguese language, express what
players think and how they feel about the games and their
features. The dataset will be available in a public repository

1https://store.steampowered.com/
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2, without any processing to give the researchers the freedom
to choose which preprocessing steps are more suitable to their
researches.

1) Data Acquisition: The first step to dataset creation is the
acquisition of the data. The acquisition can be made through
two main methods: the application of Web Scraping techniques
(where data can be gathered from websites mechanically,
through properly automation softwares); or by the use of
Application Programming Interfaces (APIs), generally made
available by the websites themselves or by their users, enabling
developers to interact with the systems easily and safety.
APIs furnished by the websites allow the users to access
the website content and data in a predefined manner, giving
them the opportunity to avoid web scraping problems, such as
complicated and changeable web page structures. In this work,
Steam API 3 is used to collected the necessary information.

2) Polarity Annotation: After the data acquisition, the sen-
timent polarity annotation is performed. All the reviews were
classified in two classes, according to the game acceptance
(positive or negative). The polarity is also obtained through
the review made by the user. In Steam, the player can evaluate
the game by recommending it or not.

The “recommend” information is represented in the API by
the vote up variable, that is true when the player recommends
the game, and false, otherwise. In the dataset, reviews in which
the player recommends the game are considered with a positive
polarity, and a negative polarity is attributed to reviews where
the player does not recommend the game.

B. Preprocessing

One of the most fundamental steps in text classification is
the preprocessing of the textual documents, which includes
the cleaning of textual data, that will remove irrelevant infor-
mation and any other noise that may worsen the classifiers
performance. Documents are also standardized. In this work,
the following steps were performed for data preprocessing.

1) Lowercase Conversion: A basic approach in text pre-
processing, with great performance impact [8], was adopted in
this work: the conversion of all document uppercase letters into
lowercase letters. This process enables a union of words whose
the only difference is whether the first letter is uppercase or
lowercase. This conversion removes the problem of terms that,
despite being the same, are considered different by algorithms,
such as “jogo” (“game”) and ”Jogo” (“Game”).

2) Special Characters Removal: Any special characters in
the documents were removed, such as punctuation, symbols
and digits. They have no meaning and do not indicate any
sentiments polarity, being totally disposable.

C. Feature Extraction

Feature extraction intends to transform raw documents from
the dataset into useful data supported by the classifiers. Bag-
of-Word (BoW) was adopted in this work. In BoW model,
a textual document is represented by its set of words. The

2https://github.com/larifeliciana/steam-reviews-portuguese
3https://steamcommunity.com/dev

text is converted into a matrix, where every column represents
a word, each row represents a document, and each position
contains the number of occurrences of a word in a document.
The structure of the original document or the order of the
words in that document are not taken into consideration by
this representation [9]. Our dataset will finally be converted
into a Document-Term Matrix (DTM), as represented in Fig.
1.

D. Classification

This section contains a brief description of all classifiers
used in our experimental evaluation: Random Forest, Logistic
Regression and Support Vector Machines.

1) Random Forest: Random Forest classifier (RF) [10], [11]
is a method that combines a set of Decision Trees (hierarchical
structures that represents a learning function [12]), in order to
avoid the sensibility to noise and outliers that a single Decision
Tree would represent, making the classifier more robust. The
algorithm combines the results of several trees, aggregating the
votes from those different estimators to make the prediction
[13].

2) Support Vector Machines: Support Vector Machines
(SVM) [14]–[16] are supervised learning algorithms based on
Structural Risk Minimization principle [17]. SVM maps a set
of data patterns from their original feature space into a new
space, where their classes are linearly separable by an optimal
hyperplane [18].

3) Logistic Regression: The discriminative model Logistic
Regression (LR) [19], [20] is used to predict the probability
of the possible outputs of a dependent variable, given a set of
independent variables. LR assumes that the dependent variable
(the class of the testing sample) can be predicted by a linear
combination of of the feature set from the training samples
(independent variables) and the model parameters.

III. EXPERIMENTAL RESULTS

In this section, the experimental results obtained for the
proposed dataset are presented. Aiming at evaluating the
proposed dataset, we compare the performances of three
different and well-established classifiers from SA literature
when applied to Brazilian Portuguese documents. A ten-folds
cross-validation framework was used in our evaluation, where
the proposed dataset has been randomly split into ten parts to
form the training and testing sets. Nine folds are used each
time to compose the training set, and the remaining fold is
used as the testing set. To generate a large variety of tests,
the ten-folds cross-validation process has been executed ten
times, and, for each execution, ten random distributions of
the data have been obtained, in such a way that we had
one hundred different tests evaluations (the ten-folds cross-
validation method has been executed ten times, each time
starting with a new random distribution of the data patterns
into the folds). The adopted resampling process has been
performed to avoid results obtained by chance. Four well-
known classification metrics are adopted: Accuracy, Precision,
Recall and F-Measure.
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Fig. 1: Bag-of-Words Document-Term Matrix.

The classifiers methods are evaluated through an empirical
analysis concerning the testing set. A qualitative analysis is
also performed in the proposed dataset, and the final statistics
for this dataset are presented in Table I. The experimental
results are shown in Table II.

SVM is able to obtain the best performances concerning
all four selected classification metrics, in comparison to the
other selected classifiers from literature, with an accuracy
of 82.54%, with no significant difference to the second best
approach, the LR, that was able to achieve an average accuracy
of 82.40%. In turn, LR obtained the best average execution
time (less than one second), while SVM reached 2.4 seconds,
in average. The worst overall performance has been achieved
by Random Forest, that achieved an average accuracy of
79.89%, and reached an average execution time of 2.3 seconds.

Another way to understand what users (players) think about
a product (games) is to analyse what they are talking about the
product. In Figures 2 and 3, the most frequent unigrams and bi-
grams from the positive and negative reviews from the dataset
are presented, respectively. By removing the stop words, we
are able to note a lot of important topics and features from
the games that are approved and admired by the players,
such as graphics (“gráficos”), gameplay (“jogabilidade”, “jo-
gabilidade boa”), soundtrack (“trilha”, “trilha sonora”) and
storytelling (“história”, “boa história”). We can also notice
negative points that annoy users by analyzing Fig. 3, such
as problems in game optimization (“mal otimização”), bugs
(“bugs”), graphics (“gráficos”), gameplay (“jogabilidade”),
downloadable content (“dlc”), and difficulty in playing online
with friends (“multiplayer”, “jogar online”).

IV. CONCLUSION

In this work, video game acceptance was evaluate through
a sentiment polarity classification approach, based on the fact
that sentiments expressed in reviews about game aspects are
strongly correlated to the user acceptance of the game [3],
[4]. By classifying the game reviews, we can infer the user
acceptance about a game.

A sentiment dataset in the domain of games, composed by
reviews in Brazilian Portuguese, was proposed. The proposed
dataset was analyzed in an attempt to understand what topics
and elements from the games are more relevant to the players,
positively and negatively, and which ones are not. We evaluate
the performance of three well-established classifiers from
Sentiment Analysis and Machine Learning literature: Random
Forest, Logistic Regression and Support Vector Machines.

The experimental results pointed out that Support Vector
Machines and Logistic Regression are able to achieve the
best performances in relation to the four selected classification
metrics (Accuracy, Precision, Recall and F-Measure). Logistic
Regression has also achieved the best average execution time.

By analyzing the most frequent words, we could have a
better understanding on how players feel about a game, as
much as what they are discussing, what are their favorite
game elements, and how good have been their experiences
with that game. In positive reviews, we can observe some well-
accepted elements, such as graphics, gameplay, soundtrack and
storytelling. On the other hand, problems concerning online
gaming, DLCs and bugs are the most frequently reported in
negative comments.

The use of SA techniques allows the identification of
problems in the game, areas of improvement and the under-
standing on what to change to increase video game acceptance.
In the future, we intend to extend this work by analyzing
how the game acceptance varies with time, as an attempt
to understand how game changes and updates can influence
the game acceptance by its users. Also, we intend to adopt
quantitative analysis provided by Game Analytics to comple-
ment the qualitative analysis of SA, so we could have a better
understanding on player’s interaction and engagement with the
games.
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